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Electric-field sensing near the surface microstructure of an atom chip using cold Rydberg atoms
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The electric fields near the heterogeneous metal-dielectric surface of an atom chip were measured using cold
atoms. The atomic sensitivity to electric fields was enhanced by exciting the atoms to Rydberg states that are
108 times more polarizable than the ground state. We attribute the measured fields to charging of the insulators
between the atom chip wires. Surprisingly, it is found that although the chip wire currents were turned off before
Rydberg excitation, the measured fields were strongly influenced by how the wire currents had been applied.
These fields may be dramatically lowered with appropriate voltage biasing, suggesting configurations for the
future development of hybrid quantum systems.
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I. INTRODUCTION

It is desirable to be able to combine the benefits of
gas-phase ultracold atoms or molecules (long coherence times
for information storage) with those of solid-state quantum
devices (strong interactions for fast gates) in hybrid quantum
devices [1–3]. Rydberg, or “swollen,” atoms—atoms with a
highly excited valence electron—may enable hybrid devices
by amplifying the interactions between atoms and devices in
a similar manner to the enhancement of interactions between
atoms [4,5]. However, these hybrid systems will require atoms
to be located near a heterogeneous surface with exposed metal
electrodes and dielectric insulators, which can be sources of
uncontrollable and unwanted electric fields.

Rydberg atoms have a high susceptibility to small electric
fields [6–8] and this can be problematic near surfaces. For
example, to study the intrinsic “image-field” ionization of
Rydberg atoms near a metal surface one must avoid adsorp-
tion of contaminants and use flat, single-crystal orientation
surfaces [9,10]. Even flat polycrystalline metal surfaces may
generate significant inhomogeneous electric fields due to the
differing work function between grains [11,12]. In addition
to static fields, surfaces may also be a source of enhanced
fluctuating fields, a problem which plagues ion-trapping (see
Ref. [13] and references therein) and is also a considera-
tion for Rydberg atoms near surfaces [14]. For dielectrics,
which are a necessary part of any nontrivial device—
such as insulating gaps, for instance—charging and time-
dependent electric fields due to adsorbates [15] must also be
considered.

Atom chips [16,17] offer the ability to trap cold neutral
atoms close to surfaces, and observe the influence of sur-
faces [18]. This technology has recently been exploited by
Tauschinsky et al. [19] to study the shifts of Rydberg states
due to adsorbates on metal surfaces as a function of distance
away from a metal surface (a shield between the chip wires
and atoms).

In this work, we describe experiments incorporating laser-
cooled 87Rb, an atom chip, Rydberg excitation, and charged
particle detection (see Fig. 1). This allows the sensing of
electric fields near atom chip wire structures, with insulating
gaps between wires that are typical of surface devices. The
Stark effect is well known and has been extensively exploited
in the gas phase (in plasma diagnostics, for example); here we

demonstrate that it offers great potential for the measurement
of unknown fields near microstructured surfaces.

II. EXPERIMENT

A. Summary of techniques

The experimental sequence is shown in Fig. 1: Atoms
are first loaded from background 87Rb vapor into a mirror
magneto-optical trap (MOT) [21], compressed, and optically
pumped into the 5s1/2,F = 2,mF = 2 sublevel. The atoms
are trapped by quickly turning on a mm-scale magnetic trap
and then adiabatically transferred to the trapping potential
formed by the atom chip wires. In this work, the potential
minimum is located between 35–70 μm from the surface of the
chip.

We do not trap Rydberg atoms [22,23]; the atoms are
released from the microtrap prior to Rydberg excitation,
because inhomogeneous magnetic fields (due to wire currents)
and electric fields (due to voltage drops along the wires)
broaden the transition and reduce the available signal level.

Atoms are held in the microtrap for periods ranging from
30–350 ms and then released by quickly shutting off the chip
wire current. Rydberg excitation is done 30 μs after release,
when fields due to eddy currents associated with the wire
shutoff have dissipated. A homogeneous magnetic field of
34.5 G remains in the x direction (the microtrap “bias field”). A
30 μs long optical pulse excites Rydberg atoms via a two-step
process: (1) a ≈780 nm laser tuned to the 5s1/2, F = 2,mF =
2 → 5p3/2, F = 3,mF = 3 transition, and (2) ≈480 nm laser
light to drive the 5p3/2, F = 3,mF = 3 → 36s1/2 transition.
We study excitation to Rydberg states after release from
the microtrap, varying distance by moving the 480 nm beam
relative to the surface using servo-actuated mirrors (staying
parallel to the surface). Some locations are far from the center
of the microtrap, but where the atom density is still sufficiently
high.

The Rydberg atoms are detected by selective field ionization
(SFI) [6]: A slowly rising (≈ μs) negative voltage pulse is
applied to the two metal plates away from the chip surface
(see Fig. 1), creating a field normal to the chip surface. Ionized
Rb atoms are drawn towards a microchannel plate (MCP)
detector. In the following subsections we give more specific
technical details concerning the techniques employed.
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FIG. 1. (Color online) (a) Experimental apparatus. (b) Scanning
electron microscope image of the atom chip at one end of trapping
region, showing wires and insulating gaps. (c) 87Rb Rydberg
excitation scheme (see for example Ref. [20]). (d) Experimental
sequence timing. A single cycle takes ≈15 s.

B. Trap loading

Atoms are first loaded from background 87Rb vapor
(supplied with dispensers) into a mirror magneto-optical
trap (MOT) centered 2–3 mm below the chip surface. The
quadrupole field is generated by a current-carrying U-shaped
structure underneath the chip and external field coils. Typically
(10–20) × 106 atoms are loaded in about 10 s.

The cloud is then compressed by increasing the cooling
laser detuning to reduce the radiation pressure. After com-
pression, the quadrupole field is ramped down, with the MOT
beams left on to slow the expansion of the cloud and damp any
acceleration due to transient magnetic field gradients caused
by eddy currents. The MOT beams are then turned off and
the atoms are optically pumped into the weak-field-seeking
F = 2,mF = 2 sublevel. The atoms are then confined by
quickly turning on a mm-scale magnetic trap formed by
a current-carrying Z-shaped structure below the chip and
external field coils. More than 2/3 of the MOT population can
be successfully captured in the magnetic trap. The 1/e lifetime

of the cloud in this trap is typically 2–4 s, consistent with the
loss rate due to collisions with room-temperature background
gas at a pressure of 10−9 Torr. The cloud is adiabatically
transferred to the microtrap by ramping up the current in the
chip wires and then slowly ramping down the current in the
larger wire below the chip. There is some atom loss due to
evaporation in this process. The initial population of the chip
trap is about 1.5 × 106 and decays exponentially with a time
constant of around 500 ms.

C. Atom chip

The atom chip consists of 1 μm high gold wires deposited
on a thin 20 nm layer of insulating silicon dioxide on a silicon
substrate. There are five wires on the chip surface: a central
H-shaped structure (connected so that the current runs in a
z-shape), and two pairs of nested U-shaped wires. In the 4 mm
long trapping region, the wires are arranged closely to each
other and run parallel. The three innermost wires are 7 μm wide
and the outer wires are 14 μm wide. All wires are separated
by gaps of 7 μm. The remainder of the 2 × 2 cm square chip
is covered with a grounded 1 μm layer of gold. The potential
created by wire currents and external magnetic field coils has
approximate cylindrical symmetry, though field gradients are
largest near the chip surface. Details of the fabrication of the
atom chip are contained in Cherry et al. [24] (see Fig. 3 in this
reference for the exact wire geometry).

D. Optical excitation

The 780 nm light for cooling and trapping is produced by
two external-cavity diode lasers. The 480 nm light for Rydberg
excitation is obtained by frequency doubling a Ti:sapphire
laser that is stabilized using a transfer cavity [25].

During Rydberg excitation, the 780 nm light is introduced
in the same way as for absorption imaging (along the x axis;
see Fig. 1), whereas the 480 nm light travels along the long
y dimension of the released cloud, with vertical polarization
(z direction). The 480 nm light has a beam waist of w = 30 μm
(1/e amplitude radius) and a Rayleigh range of zR = 5 mm
(measured using a scanning knife edge).

In this work, the two-photon Rydberg excitation is resonant
with the intermediate 5p3/2 state. The observed linewidth of
the Rydberg excitation is slightly narrower than the natural
linewidth of the 5p3/2 state (6.0 MHz). By releasing atoms
from the MOT and then performing Rydberg excitation at
distances far from the chip (4.2 mm), we observe a linewidth
of 3.6 ± 0.2 MHz [see Fig. 2(a)]. This result was found in both
zero magnetic field and in a homogeneous magnetic field of
the same magnitude as the microtrap bias field.

E. Measurement of electric fields

The 36s1/2 state is redshifted by electric fields. Therefore,
we measure the “average” normal electric field component
by blue-detuning the Rydberg excitation laser about half a
linewidth from resonance [as illustrated in Fig. 2(c)] and
varying an applied electric field created by biasing the field
plates. Figure 2(d) shows signal vs applied field at three
distances from the surface. The signal is maximized when
the applied electric field cancels the average electric field near

053401-2



ELECTRIC-FIELD SENSING NEAR THE SURFACE . . . PHYSICAL REVIEW A 86, 053401 (2012)

FIG. 2. (Color online) Rydberg excitation spectra after release
from the (a) MOT (both with and without a magnetic field present),
and (b) and (c) microtrap, with compensating electric fields applied
(see text for details of compensation and wire biasing). (d) Measure-
ment of the Rydberg signal as a function of applied electric field (by
varying plate voltages, corrected for MCP fringing field and ac line
interference; see Sec. II E), with Gaussian fits. Positive wire bias (see
text) was used for the spectra at 150 μm and 600 μm, whereas the
result for the larger distance 4200 μm was obtained by release from
the MOT. We refer to the center of the fitted Gaussian (the applied
field needed to null out the average electric field present at the atoms)
as the “compensating field.”

the chip (the fields near the chip are inhomogeneous so this
cancellation will not be complete for all locations). We call
this value of the applied field the “compensating field”; for
a given distance we determine it from the center of a fitted
Gaussian.

The Stark shift of the 36s1/2 → 36p1/2 microwave transi-
tion was used to calibrate the applied compensating electric
field in terms of field plate bias voltage (far from the chip
surface). This technique was also used to measure fringing
fields from the front of the MCP detector (normally held
at −1800 V relative to ground, but varied to determine its
contribution to the field near the chip). This microwave
transition has the advantages of narrower linewidth and
a higher electric field sensitivity compared to the optical
5p3/2 → 36s1/2 transition.

The 36s1/2 → 36p1/2 microwave transition linewidth varies
with field plate bias voltage. The observed broadening places
an upper bound of 10% on the inhomogeneity of the electric
field applied by the plates.

In addition to correcting for the fringing field (1.88 ±
0.09 V/cm), we also corrected variations in the measured
electric field due to slowly time-varying fields associated
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FIG. 3. (Color online) (a) Distance dependence of compensating
field (corrected for MCP fringing fields and ac line interference;
see Sec. II E) measured after microtrap release and MOT release,
with power-law fits. The horizontal error bars indicate the excitation
beam waist ±w (see Sec. II D). (b) Compensating field for positive
wire bias, measured at various distances from the chip, taken over 8
different days (represented by different point styles) in a two-month
period. In all microtrap measurements in (a) and (b), the atoms were
held in the trap for 225 ms prior to release. Inset: Histogram of 14
compensating field measurements 3 mm from the surface, taken after
release from the MOT, on 13 days in a two-month period. (c) Charge
accumulation in the dielectric gaps near a negatively biased wire (left)
and positively biased wire (right).

with the ac line—the measured field varies sinusoidally at
the ac electrical power line frequency, with an amplitude of
0.24 V/cm. Neglecting the effects of Rb adsorption, we would
expect to see a small dc field on the order of 0.1 V/cm due to
the work function difference between the gold chip surface and
the stainless steel field plates, which are electrically connected
by sharing a common ground. However, measurements taken
far from the chip surface are consistent with zero field once
the above corrections have been applied.

The plot in Fig. 3(b) illustrates the day-to-day measurement
repeatability. Measurements far from the chip, where the
effects of inhomogeneous fields near the surface are small,
are quite consistent. At a distance of 3 mm from the surface,
the measured fields are reproducible to within 0.04 V/cm.
Our estimate of the measurement uncertainty due to detec-
tion signal/noise is consistent with this reproducibility (see
Appendix).

Closer to the chip (100–500 μm), the measured fields are
less reproducible. Measurements taken on the same day under
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nominally identical conditions are reproducible to within
0.15 V/cm, but the day-to-day variability is larger. The data
shown in Fig. 3(b) are consistent with an overall measurement
uncertainty of 0.6 V/cm. Therefore, most of the variability in
field measurements made close to the surface is in fact due
to day-to-day changes in the surface fields. Further work is
required to identify the sources and conditions influencing this
variability.

III. RESULTS

Optical spectra for excitation of the 36s1/2 state (with
compensating field applied) are shown in Figs. 2(a)–2(c).
When the atoms are within about 300 μm from the surface, the
optical spectra broaden and become asymmetric. Both effects
are caused by Stark shifting due to inhomogeneous electric
fields—the 36s1/2 level shifts quadratically towards lower en-
ergy as the field F increases [6]: �E = −(α/2)F 2 with α/2 ≈
2.6 MHz/(V/cm)2. For comparison, α/2 ≈ 0.04 Hz/(V/cm)2

for the ground state of Rb.
We observe that the voltages of the chip wires during

the microtrapping phase significantly affect the electric fields
measured after the atoms are released. For typical operating
currents, the electrical resistance of a chip wire causes a
potential drop of about 6 V along its length. Since the current
supply holds one end of the wire near ground, the wire will
have an overall biasing of several volts relative to ground.
This biasing varies along the wire’s length and can be positive
or negative, depending on whether the supply sources or
sinks current. We refer to these conditions as “positive” or
“negative wire bias.” Spectra obtained when the chip wires
were positively biased consistently show more broadening and
lower signal levels compared to negative biasing, even though
the magnetic field geometry is identical.

The distance dependence of the measured average com-
pensating fields are plotted in Fig. 3. There is a dramatic
difference between the field magnitudes for the positive and
negative wire bias cases. When atoms are released from the
microtrap, the scaling of the measured field with distance is
consistent with a 1/z power law, with fitted power-law scalings
of z−0.99±0.3 and z−0.93±0.1 for negative and positive wire bias,
respectively. The electric-field direction depends on the wire
biasing, consistent with a positive surface charge when the
wire potential is negative and vice versa.

This result is surprising. The wire currents are turned off
and the wires grounded prior to Rydberg excitation, and so
we would expect the surface potential to be the same for both
biasing configurations. While the wire potential would decay
to ground after shut-off with some characteristic time RC, we
expect this time scale to be short compared to the 30 μs delay
between wire shut-off and Rydberg excitation. We measured
the field at several different times ranging from 30–100 μs after
release and found no significant time dependence over this
interval. A time constant much longer than 100 μs demands
an unreasonably large parasitic capacitance, given the wire
resistance of 10–20 �.

We can use the methods employed to estimate the magni-
tude of patch fields [11,12] to model the field created if the
chip wires or dielectric gaps between them are not grounded
but rather at some well-defined potential Vo with respect to

ground. This nongrounded region has some characteristic
width w and length � (in our case the dimensions of the
wires and gaps between them correspond to w ≈ 90 μm
and � = 4 mm). If we consider the field at some distance
z above the chip, such that � � z � w, the leading order
of the field is normal to the surface and has magnitude
Ez ≈ V0w/πz2, which is inconsistent with the 1/z scaling we
observe.

One possibility is that the nongrounded region is wider than
the wire pattern (possible in the case of inhomogeneously dis-
tributed adsorbates, for example) such that our measurements
are taken in the range of z ≈ w. Thus, higher order terms would
need to be taken into account and the distance scaling of the
field would become closer to 1/z. However, in this regime the
scaling of the field varies as a function of z, and our observed
1/z scaling appears quite robust over a rather large distance
range (from 150–900 μm).

If we assume instead that the field is caused by a charge
accumulation on the dielectric, with no well-defined potential
on the dielectric surface, then in the � � z � w regime we
can use a long line charge model, with a charge per unit length
given by λ. The field due to this line charge is Ez = λ/(2πε0z).
When the wires are positively biased, the fields we observe are
consistent with a total accumulated charge of about 1 × 105

elementary charges, or a charge density of roughly 0.6 e/μm2

on the exposed dielectric in the wire gaps.
Thus, a possible explanation for the observed distance scal-

ing and direction of the field is that ambient charged particles
are drawn toward oppositely biased wires, as illustrated in
Fig. 3(c), and then trapped in the insulating gaps between the
wires. They remain there for some time (>1 ms) even after the
chip wires are shut off and the wires are at ground (consistent
with the observed lack of time dependence of the fields after
release on the 100 μs timescale). Such a charging mechanism
should saturate. This is seen for positively biased wires in
Fig. 4(a), where the field magnitude depends exponentially
on the amount of time the microtrap wires are turned on
before the atoms are released, and at long times approaches
a value proportional to the wire current (and thus the biasing
potential).

In this explanation there is a natural asymmetry between
the positive and negative biasing cases due to the differing
mobilities and trapping of oppositely signed charges. Our
observations suggest that it is easier to attract an excess of
negative charge into the insulating gaps between the wires
than it is to repel electrons from or draw positive ions towards
this region. When the wires are negatively biased, we do
not observe charge accumulating over time. Instead, the gaps
appear to have a significant net positive charge shortly after
the wires are turned on, and the charge neutralizes as the
wires operate. The rate of neutralization depends strongly on
wire current (see Fig. 4), suggesting a thermally activated
neutralization mechanism, as wire temperature increases
with current. Charge transfer between the dielectric surface
and the semiconducting substrate—which is in contact with
current-carrying metal structures below the chip—is one
possible explanation for the initial charging in this case.
Excess charge in silicon dioxide films and interfaces has
previously been observed, and is important for semiconductor
devices [26].
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FIG. 4. (Color online) Compensating field as a function of hold
time in microtrap together with exponential fits, (a) positive wire
bias, Rydberg excitation 210 μm from surface; (b) negative wire bias,
Rydberg excitation 105 μm from surface.

When atoms are released from the MOT, rather than the
microtrap, the measured field direction is consistent with a
small positive charge on the surface. However, the magnitude
is smaller than when atoms are released from the microtrap and
has a weaker distance dependence, with 1/z0.67±0.2 scaling.
Turning on the chip wires while the atoms are trapped in the
MOT (rather than the microtrap) has no effect on the measured
electric field after release, a result which is inconsistent with
a slowly relaxing dielectric polarization as an explanation for
the fields [15].

The field direction in the negative wire bias case is
consistent with Rb deposited preferentially near the center
of the chip [27], and the distance scaling we observe is similar
to Ref. [19]. However, the fields we observe are an order of
magnitude smaller and do not change when we deposit Rb
on the surface by deliberately moving the cloud close to the
chip (we deposited about half the cloud’s population of 1 ×
106 atoms in an area roughly 4 mm × 100 μm, approximately
every 15 s for about an hour). Adsorbate fields are considered to
be a significant problem for Rydberg atom surface studies [28].
Our diminished adsorbate field is encouraging for the study
of intrinsic Rydberg atom surface phenomena, such as the
Lennard-Jones shift [29] (using chips with an electrostatic
shield between the wires and atoms [19]).

IV. SUMMARY AND OUTLOOK

The quantitative behavior we have observed is for a specific
geometry, but our measurement approach and the influence of
biasing are quite general. For example, recent experiments by
Hogan et al. [2] involving Rydberg atoms close to a coplanar
waveguide may also benefit from this type of dc biasing (inner-
conductor negative with respect to ground). Although we have
exploited the high sensitivity of Rydberg atoms to measure
electric fields, cold ground-state atoms [27,30] and molecules
[3] also exhibit sensitivity to electric fields, and similar biasing
considerations apply.

In summary, we have performed Rydberg atom sensing of
electric fields near a microstructure consisting of gold wires
and insulating gaps. We have observed an electric field due
to charging—however, voltage biasing of the chip wires with
respect to the surrounding grounded surfaces can dramatically
reduce this charging. In the future, our demonstration of
selective field ionization near the chip can be extended to
state-sensitive detection of Rydberg atoms, enabling the use
of microwave transitions between Rydberg states for noise
spectroscopy [31] near the chip surface. This would establish
limits on the coherent manipulation of Rydberg atoms near
atom chips due to electric-field noise [14] and help test surface
noise models [32].
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APPENDIX: ELECTRIC-FIELD MEASUREMENT
UNCERTAINTY

Fluctuations in the detected signal limit the precision of
electric-field measurements as follows. Consider an atomic
transition, with maximum signal So at the resonant frequency
fo, and a linewidth 	, with the atoms in an electric field F . If
the electric field is changed by a small amount, as illustrated in
Fig. 5, the Stark shift changes the transition energy. Therefore,
the observed signal will change (with the excitation frequency
kept constant) according to

dS

dF
=

(
dS

dfo

)(
dfo

dF

)
, (A1)

where the first factor is determined by the line shape and
detuning of the excitation frequency from resonance, and the
second factor by the Stark shift. If a single measurement of

FIG. 5. (Color online) A small change dF in the electric field
shifts the transition by some amount dfo, via the Stark shift. This
changes the measured signal level by dS.
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the excited state signal has some uncertainty δS (perhaps due
to detector noise), then the measurement of the local field (by
varying the compensating field) has an uncertainty on the order
of

δF ≈ δS

(dS/dF )
√

N
, (A2)

where N is the number of measurements. Therefore, maxi-
mum measurement precision occurs under conditions where
(dS/dF ) is maximum.

If the line shape is Lorentzian, the maximum possible
magnitude for the first factor in Eq. (A1) is

dS

dfo

= 1.30So

	
, (A3)

when the excitation frequency is detuned by 	/(2
√

3) ≈
0.29	 from resonance. The numerical factor depends only
slightly on the line shape; for example, if the line shape is
Gaussian (perhaps because of broadening in an inhomoge-
neous field) then the numerical factor is 1.43.

If the Stark shift is quadratic, �E = −(α/2)F 2 and the
maximum possible precision of the field measurement (with
optimal excitation frequency) for a given set of experimental
conditions is

δF ≈ 	

1.30SoαF

δS√
N

. (A4)

This result is useful for estimating the measurement uncer-
tainty in situations where the applied field and linewidth are
both known.

In addition, Eq. (A4) qualitatively shows how the measure-
ment precision can be improved by increasing the field and
using highly polarizable states with long lifetimes. However,
if the field is not completely homogeneous, the transition
will start to broaden as the polarizability and applied field
increase. Therefore, the linewidth 	 and maximum signal
So depend on the polarizability, applied field, and field
inhomogeneity.

To estimate the ultimately achievable precision, the effects
of field inhomogeneities must be considered. Due to the Stark
effect, a field inhomogeneity �F will cause an additional
contribution to the linewidth, given by

(�	) = αF (�F ) + α

2
(�F )2. (A5)

The second term is important only for large field inhomo-
geneity, such that transition is significantly broadened when
the average field F is zero. If we assume that this broadening
adds in quadrature with γ , the linewidth in the limit of highly
homogeneous field, then

	2 = γ 2 + (�	)2. (A6)

This additional broadening also shifts some of the population
out of resonance with the excitation, reducing So

So = SHγ

	
, (A7)

where SH is the maximum signal when the field is highly
homogeneous.

Explicitly including the effects of the field inhomogeneity,
we modify Eq. (A4):

δF = γ 2 + (�	)2

1.30γαF

δS

SH

√
N

. (A8)

The minimum uncertainty for a given polarizability α and
field inhomogeneity �F is found by optimizing the applied
field F .

In the limit of small inhomogeneity, α(�F )2 � γ , the first
term in Eq. (A5) dominates, and the minimum uncertainty
is

δF = 2(�F )

1.30

δS

SH

√
N

. (A9)

In this limit, the optimal field is F = γ /α�F , at which
point the broadening due to field inhomogeneity is equal to
the natural linewidth; i.e., �	 = γ . This ultimate limit is
independent of γ and α. However, narrow linewidth and large
polarizability allow the condition for maximum sensitivity to
be achieved with reasonably small applied field.

If the field inhomogeneity is large, such that α(�F )2 �
γ , the second term in Eq. (A5) dominates. The minimum
uncertainty achievable in these conditions is

δF = 2(�F )

1.30

α(�F )2

γ

δS

SH

√
N

, (A10)

a factor of α(�F )2/γ larger than the small-inhomogeneity
limit of Eq. (A9). In this case, the measurement sensitivity
could actually be improved by using states with smaller
polarizability.

Equation (A4), in combination with the data shown in
Fig. 2 of the main text, can be used to estimate the effects
of field inhomogeneity and detection noise in our experiment.
For example, when measuring the field several mm away
from the chip surface, the maximum dS/dF occurs at F ≈
0.5 V/cm. The polarizability of the 36s1/2 Rydberg state
is α = 5.2 MHz/(V/cm)2. Under these conditions, linewidth
is typically 	 = 4 MHz, signal/noise δs/So ≈ 0.1, and we
make N ≈ 60 measurements in the region of reasonably large
dS/dF . The estimated measurement uncertainty under these
conditions is therefore δF ≈ 0.015 V/cm, a figure reasonably
consistent with the measured repeatability of 0.04 V/cm.
The resonance is not significantly broadened by field inho-
mogeneities, so measurement precision could potentially be
improved by the use of larger fields or states with higher
polarizability.

Close to the chip, inhomogeneous fields broaden the
linewidth to 	 ≈ 20 MHz, and the longer duty cycle associated
with loading atoms into the chip trap reduces the typical
number of measurements to N ≈ 15. Signal/noise is similar
to the MOT release case, and maximum dS/dF occurs at
F ≈ 2 V/cm. The estimated measurement uncertainty under
these conditions is δF ≈ 0.04 V/cm. This estimate is smaller
than both the observed day-to-day repeatability of 0.6 V/cm
and the intraday repeatability of 0.15 V/cm. However, this
model does not take into account any time variation of the
fields so the discrepancy is hardly surprising. The transition
is broadened significantly even at zero field, so in this case
measurement precision could be improved by using an excited
state with lower polarizability.
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